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ABSTRACT

In this article, we discuss 3D shape reconstruction of an ob-
ject in a rigid motion with the volume intersection method.
When the object moves rigidly, the cameras change their rel-
ative positions to the object at every moment. To estimate the
motion correctly, we propose new feature points called out-
crop points on the reconstructed 3D shape. These points are
guaranteed to be located on the real surface of the object.

If the rigid motion of the object can be correctly esti-
mated, cameras at different moments serve as the cameras in
different positions virtually. With these cameras in time se-
quences, we can increase accuracy of the reconstructed 3D
shape without increasing the number of cameras. Based on
this idea, we reconstruct an accurate shape of the object in
motion from images obtained by limited number of cameras.
As the result, we can acquire an accurate shape from images
in time sequences.

1. INTRODUCTION

With the volume intersection method [5], a shape of a 3D
physical object is reconstructed from silhouettes of obtained
images. The reconstructed shapes are called visual hulls, or
VHs. The silhouettes show regions which the object is pro-
jected. In the volume intersection method, textures of the ob-
jects are not used for the shape reconstruction. It results that
the method can be applied even for textureless objects.

With the volume intersection method, additional regions,
which are not included in the object’s region, decrease with
increasing the number of cameras. Decreasing the additional
regions means that the reconstructed shapes become more ac-
curate. However, it is not realistic to install so many cameras
around the object due to constraints of mounting them.

Let us suppose that the object is in a rigid motion. When
the object moves rigidly, cameras change their relative posi-
tions to the object at every moment. If the rigid motion of
the object can be correctly estimated, images obtained by the
cameras at different moments are treated as the images in dif-
ferent positions virtually. With these virtual images, an ac-
curate VH is reconstructed without increasing the number of
cameras. Based on the idea, Cheung et al. [1] have proposed a

method for reconstructing an accurate shape from silhouettes
in time sequences.

Frontier points [2] [3] [4] [6] [7] are generally used as the
feature points for estimating the motion of the object. Cheung
et al. also employ the frontier points. They are extracted from
the VH. There is a tendency to be extracted a large number of
the frontier points when the many cameras are used for shape
reconstruction. The problem of the motion estimation with
the frontier points is that it costs time to estimate the motion
with the large number of the feature points. To solve the prob-
lem, we propose a new kind of feature points called outcrop
points. The outcrop points form a subset of the frontier points.
Imposing a new condition for the frontier points provides the
outcrop points.

To estimate the motion, the feature points at every mo-
ment must be the same. When the feature points at a moment
do not correspond to the feature points at the next moment,
it is difficult to estimate the motion accurately. Since the VH
includes the additional regions, the frontier points may be in-
cluded in the additional regions. When they are included in
the additional regions, they may not be extracted from the VH
at another moment. Compared to the frontier points, the out-
crop points are guaranteed to be included in the surface of the
object. With the outcrop points, the outcrop points provide the
motion estimation of the object with small number of points.

In Sections 2, we propose to extract new feature points,
i.e., the outcrop points. Experimental results are given in Sec-
tion 3, and future work is discussed in Section 4.

2. EXTRACTING FEATURE POINTS

2.1. Conditions Required for Feature Points

In order to estimate the motion of the object, we have to ex-
tract some feature points from the VH at each moment.

Whereas the object region is included in the VH for all the
time during the object moves, the additional regions around
the object region change in time sequences due to change rel-
ative positions between the object and the cameras. The fea-
ture points that are not included in the object region may not
be included in another VH obtained from another pair of sil-
houettes. The feature points have to be included in the object
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Fig. 1. Extraction of frontier points.

regions of the VH, and thus they must be included in the VH
at any moment.

However, it is not easy to extract the points that are guar-
anteed to be in the object regions from the VH itself, because
the additional regions around the object region change at ev-
ery moment. Any point of the object regions may be occluded
from the additional regions.

2.2. Frontier Points

In the previous work, there are some proposals for extracting
the feature points from silhouettes. These feature points are
called frontier points or epipolar tangencies [2] [3] [4] [6] [7].
In this subsection, we discuss the problem of these feature
points.

When the object is observed by a pair of cameras, a point
on the surface of the object and the optical centers of the two
cameras form a plane called an epipolar plane. Based on this
epipolar geometry, if the point constitutes the same epipolar
plane together with a point on the contour of the silhouette as
illustrated in Figure 1(a), the point can be considered to be in
the object region. The point is called the frontier point.

The frontier point seems to be useful as a feature point
that satisfies the condition of the previous subsection, which
they must be included in the VH at any moment. However, the
frontier point is not actually guaranteed to be included in the
object region. Let us suppose the case in which an epipolar
plain has more than one tangent point with the object region
as shown in Figure 1(b). In this case, the point represented by
an open circle in the figure is included in the VH constituted
with the silhouettes of the two cameras. That point is regarded
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Fig. 2. Extraction of outcrop points.

as the frontier point in spite that it is not actually included in
the object region.

The frontier points are extracted based on the epipolar ge-
ometry with each pair of cameras. When many cameras are
used, many fake feature points are extracted. Let us denote
the number of the feature points is represented by N, it costs
time of O(N2) to estimate the motion of the object to make
correspondence. To estimate the motion effectively, only the
feature points that are included in the object regions must be
extracted.

2.3. Outcrop Points

When a voxel v in the VH satisfies the following conditions,
we define v as outcrop point as illustrated in Figure 2:
1. The projected pixel of v is included in the contour pixels
of the silhouette of at least one image.
2. For each image satisfying 1, the projected pixel of v does
not coincide with the projected pixel of any other voxel of the
VH.
The condition 1. corresponds that of extraction of the frontier
points. In Figure 2, edgem is a set of pixels on the contour of
the silhouette, and V is the VH composed with the silhouettes
of all the cameras.

In principle, the outcrop points are guaranteed to be in-
cluded in the object region. If the voxel v satisfies 1 for an
image, at least one voxel of the object region can be projected
to the pixels to which v is projected. When v also satisfies the
condition 2, v is only the voxel that is projected to the pixel. It
means that v is guaranteed to be included in the object region.

The outcrop points are extracted based on the silhouettes
and the VH. Even if the many cameras are used, no fake fea-
ture points are extracted as the outcrop points. Due to the
difference between the principles of extraction, the number of
the outcrop points is smaller than that of the frontier points.

3. EXPERIMENTAL RESULTS

In order to compare our proposed outcrop points with the
frontier points, we show experimental results for some simu-
lated shapes. Since the frontier points and the outcrop points
are extracted from the VH, they are difficult to be extracted for



smooth shapes, which do not represent their features on the
obtained silhouettes. We employ the smooth spherical shapes
as follows for our experiments.







x′ = cosθcosφ
y′ = sinθcosφ
z′ = sinφ

(0 ≤ θ ≤ 2π,−π/2 ≤ φ ≤ π/2)

r′ = AlcosFlπx′ · cosFlπy′ · cosFlπz′






x = (r + r′)cosθcosφ
y = (r + r′)sinθcosφ
z = (r + r′)sinφ

where Al denotes the amplitude of the fluctuation on surface,
and Fl denotes its frequency. The radius of the sphere r is set
to 50. Since the outstanding points are created by the fluctu-
ation is controlled by Als and Fls, the feature points are easy
to be expected with larger Al and larger Fl. Appropriate fea-
ture points give accurate reconstructed shapes by integrating
images in time sequences.

The results for Fl = 4, 6 and Al = 2, 4 are shown in
Figure 3. In these experiments, the objects are translated by
1 voxel along X,Y,Z-axes and rotated by 2 degrees around Z-
axis for each frame. 20 cameras are set on the vertices of a
dodecahedron surrounding the object. We employ the VH by
using 40000 cameras in order to evaluate the error of each
experimental result. We call this shape a correct shape of the
object in the volume intersection method, because concave
surfaces of the object can not be reconstructed with volume
intersection method.

Each experimental result is compared with the correct shape
based on the three types of voxels: missing voxels, additional
voxels and error voxels. The missing voxels are those in-
cluded in the correct shape yet not in the result, whereas the
additional voxels are those included in the result yet not in
the correct shape. The error voxels are the summations of
the number of the missing voxels and the additional voxels.
Figure 3(c), (f), (i) and (l) illustrate each type of voxels.

If the outcrop points or the frontier points are used for the
motion estimation, except for the object with Fl = 4, Al = 2,
the error voxels monotonically decrease. The error voxels for
the object with Fl = 4, Al = 2 increase after the number
of the image frames used for shape reconstruction exceeds
nine, because the surface of the object does not have sufficient
number and length of salient points to keep extracted as the
outcrop points.

For the VH of each object through all frames, the num-
ber of the frontier points is 27142 on average. Compared to
the number of the frontier points, only 1182 points are ex-
tracted as the outcrop points on average. As the result, the
outcrop points are superior to the frontier points, because both
kinds of the points give almost same motion estimation and
the number of the outcrop points is much smaller than that of
the feature points.

From this experimental results, Fl should be larger than
6 or Al should be larger than 4 in order to increase accuracy
of the 3D shape with the outcrop points as well as with the
frontier points. Since we set r to be 50, Al = 4 corresponds
to 8% of the length of the whole object, and 6.24 pixels in
the silhouettes. In the shape with Fl = 6, salient points exist
every 30 degrees on the surface. These are the conditions
required for the object shapes for increasing accuracy with
the outcrop points.

4. CONCLUSIONS AND DISCUSSION

In this paper, we introduce a method for increasing accuracy
of the reconstructed shape by using the rigid motion of the
object. In order to estimate the motion of the object from the
VH at each moment correctly, we proposed new feature points
called the outcrop points. In the experiments with the simu-
lated objects, it is shown that the outcrop points are effective
for the motion estimating of the objects. By integrating im-
ages in time sequences based on the estimated motion, the
reconstructed shape is more accurate than that from images
of a single frame. Compared from the frontier points, the out
crop points represents the feature of the object with the small
number of points.

Similar to extraction of the frontier points, extraction of
the outcrop points is sensitive to the error of image process-
ing for extracting the silhouettes. It is necessary to improve
image processing for extracting the correct silhouette in real
environment.
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Fig. 3. Integratation for images of 18 frames : (a) An object shape of Fl=4, Al=2. (d) Fl=4, Al=4. (g) Fl=6, Al=2. (j) Fl=6,
Al=4. (b), (e), (h) and (k) are outcrop points (OPs) for each shape. (c), (f), (i) and (l) show ratios of error voxels of integrated
VHs. In (c), summations of additional voxels and missing voxels are increasing after 9th frame, even if the frontier points (FPs)
are used. In (f), (i) and (l), the summations are decreasing until 18th frame with both kinds of feature points.


