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Abstract

3D shapes are reconstructed from silhouettes obtained
by multiple cameras with the volume intersection method.
In recent work, methods of integrating silhouettes in time se-
quences have been proposed. The number of silhouettes can
be increased by integrating silhouettes in multiple frames.
The silhouettes of a rigid object in multiple frames are inte-
grated with its rigid motion. This motion is often estimated
with 3D feature points extracted from silhouettes. When the
estimated motion has large error, shapes are reconstructed
with missing parts. This error is given by the incomplete
extraction of 3D feature points, which is caused by addi-
tional and missing regions of extracted silhouettes. We can-
not prevent silhouettes from being extracted with the addi-
tional and missing regions in real environments.

Here, we propose an intelligent method of integrating in-
complete silhouettes where outcrop points, which are 3D
feature points for estimating motion, play an important
role. The reconstructed shape can be evaluated referring
to how many outcrop points have been included in the re-
constructed shape of another frame. Although the evalua-
tion does not represent the accuracy of estimated motion di-
rectly, it does guarantee that outstanding parts will be pre-
served in the reconstructed shape. Silhouettes in multiple
frames can be integrated with fewer missing and additional
parts based on this evaluation.

1 Introduction

Shapes of objects are reconstructed from silhouettes with
the volume intersection method [5]. The silhouettes are ex-
tracted from images obtained by multiple cameras. The re-
constructed shapes are calledVisual Hulls, or VH. The vol-
ume intersection method is not affected by colors or surface
characteristics of objects because the method reconstructs
the shapes of the objects from their silhouettes only.

The visual hulls include many additional regions when
few cameras are used in the volume intersection method.

These are regions that are not included in the object region.
The additional regions are decreased by increasing the num-
ber of cameras. Decreasing the additional regions means
that the reconstructed shapes become more accurate. How-
ever, it is not realistic to install too many cameras around the
object. The number of cameras is limited by their physical
size, the space for setting them up and the cost. A method
of reconstructing shapes that integrates silhouettes in multi-
ple frames has been proposed to overcome these limitations
[1, 6].

Let us assume that the object is moving rigidly and cam-
eras change their relative positions to it in every frame. If
the rigid motion of the object can be estimated, the im-
ages captured by the cameras in different frames can be
treated virtually as those at different positions. More accu-
rate shapes can be reconstructed with these virtual images,
without physically increasing the number of cameras.

A problem with the volume intersection method in multi-
ple frames is to reconstruct shapes with large missing parts,
when the motion of the object is estimated with large errors.
The reconstructed shape in multiple frames is calculated as
the intersection of visual hulls of all frames. Even if only a
few frames have large errors, these are accumulated into the
reconstructed shape in multiple frames. These are caused
by the failure to extract 3D feature points due to missing
or additional regions in extracting silhouettes. The CSPs
[1] and outcrop points [6], which are 3D feature points, are
extracted assuming that the silhouettes are completely ex-
tracted.

We propose a method of suppressing missing recon-
structed shapes in multiple frames. Although the method
does not solve incompleteness of silhouettes or error of es-
timating motion directly, it does guarantee that outstanding
parts will be preserved in the reconstructed shape. These
outstanding parts characterize what the object is [4].

We focused on the fact that the outcrop points tended to
be extracted from outstanding parts of the object. Using this
fact, we could select frames that retained outstanding parts
and process those into the reconstructed shape. We defined
a function for measuring how the outstanding points were



retained in the reconstructed shape by integrating the visual
hulls of the frames. By only integrating the visual hulls of
frames with high scores, the shape in multiple frames was
guaranteed to be reconstructed by including the outstanding
parts.

2 Reconstruction of Shape from Silhouettes
in Multiple Frames

Let us denote the cameras that are placed around target
objectO to capture it byCj(j = 1, · · · , N), whereN de-
notes the number of cameras (N > 1). All the cameras
observe the object synchronously. Timei can be replaced
as thei-frame. The 2D region that corresponds to object
O is extracted from the images ofCj . The projection ma-
trix of Cj is represented asPj . This region is called the
silhouetteand denoted bySij . When the object is in mo-
tion, observed silhouettes differ among frames.O is guar-
anteed to be included in a cone with the apex at the optical
center ofCj and the base atSij is then calculated. This
cone is called thevisual coneof cameraCj , and denoted by
Vij = {v | Pjv ∈ Sij}, wherev represents the occupation
of a small 3D region, or avoxel. Visual hullVi of thei-frame
is defined as the intersection of visual conesVi1, · · · , ViN .

Let the object move rigidly and its motion be known.
An intersection of visual hullsVi(i = 1, · · · ,M) means
the shape derived from silhouettes of all frames. When the
k-frame is selected as a base frame, intersectionV k is cal-
culated by the estimated motion,Dik, between thek-frame
andi-frame(i = 1, · · · , M). IntersectionV k is called an
integrated shape.

V k = {v | ∀i,Dikv ∈ Vi}. (1)

To estimate the motion, some kinds of 3D feature points
are required to be extracted from obtained images. Theout-
crop point (OP)[6] is a 3D feature point that is extracted
from silhouettes of multiple cameras. Although the frontier
point [3] is also a 3D feature point, it is not guaranteed to be
included in the object region of the visual hull completely.

When voxelv in the visual hull satisfies the conditions
we callv anoutcrop point:

1. Whenv is projected onto the image plane of each cam-
era, the projected pixel ofv is in the contour of the
silhouette for at least one camera.

2. For each camera satisfying the condition above, no
other voxel of the visual hull is projected to the pixel.

Theoretically, the outcrop point is guaranteed to be in-
cluded in the object region. If outcrop pointv satisfies con-
dition 1 despite the fact thatv is not actually included in the

object region, any other voxels are required to be projected
to the pixel to whichv is projected. Due to condition 2, no
other voxels are projected to the pixel. A pixel to which no
voxels are projected is not a element of the silhouette.

The outcrop points are often extracted from the outstand-
ing parts of the object. The corresponding outcrop points
are robustly extracted even though the relative position be-
tween the object and cameras is changed.

3 Evaluation Function Based on Preserving
Outcrop Points

When the rigid object motion,Dik, between thei-frame
andk-frame is correctly estimated, the outcrop points,OPi,
which are extracted in thei-frame, are included inVk by
translatingDki, becauseVk should include the whole ob-
ject region andOPi should be included in the object region.
Similarly, the outcrop points,OPk, which are extracted in
thek-frame, are included inVi by translatingDik.

pi ∈ OPi, Dikpi ∈ Vk and (2)

pk ∈ OPk, Dkipk ∈ Vi. (3)
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Figure 1. Evaluation of frames from visual
hulls and outcrop points.

If Eqs. (2) and (3) are completely satisfied, all outstand-
ing parts of the object shape will be completely included in
the reconstructed shape in multiple frames. They are not
completely satisfied in real environments, because there are
additional and missing parts of visual hulls or errors in the
estimated motion. To evaluate how many outstanding parts
are included in the reconstructed shape, we can utilize the
rate of outcrop points that satisfies Eqs. (2) and (3). The
rate,Em(i, k), is defined by

Em(i, k) =
nik + nki

2
, (4)

nik =
n{pi|pi ∈ OPi, Dikpi ∈ Vk}

n{pi|pi ∈ OPi}
,



nki =
n{pk|pk ∈ OPk, Dkipk ∈ Vi}

n{pk|pk ∈ OPk}
.

Here,n{·} is the number of voxels included in a set.OPi

andOPk are sets of outcrop points in thei-frame andk-
frame. Vi andVk are sets of voxels included in the visual
hulls of thei-frame andk-frame.

The evaluation function,Em(i, k), ranges from0 to 1.
WhenEm(i, k) indicates a large value, the integrated shape
preserves many outcrop points within it. Conversely, a
small value forEm(i, k) means that the integrated shape
has lost most of the outcrop points. By only using frames
whereEm(i, k) has large values, the integrated shape can
preserve outstanding parts. If thresholdEth

m is given, ap-
propriate frames can be selected byEm(i, k) > Eth

m . When
the0-th frame is chosen as the base frame, the frames that
satisfyEm(0, i) > Eth

m are selected. Relabeling the frames
asi′(i′ = 1, · · · ,M ′), the integrated shape is calculated as
an intersection of the visual hulls ofVi′ .

4 Experimental Results

The experimental results for simulated and real objects
were used to evaluate how valid our proposed function,
Em(i, k), was. We examined whether the outstanding parts
of the object were preserved.

We obtained silhouettes from the simulation data of a
triceratops toy. We arranged 12 cameras to observe the
toy. We adopted our proposed method of volume integra-
tion for the silhouettes. The experimental results are pre-
sented in Figure 2. The silhouettes have regions randomly
added and missed in specified percentages.Eth

m was set to
0.97. The visual hulls in one frame (II) include many addi-
tional regions on their surfaces, which angulate visual hulls.
Some additional regions are floating away from the visual
hulls. The shapes integrated without our method (III) have
many missing parts. This is caused by frames that have
large errors in estimating motion. The integrated shapes
(IV) have accurate shapes with our method. The integrated
shape includes the original regions. To conclude, our pro-
posed evaluation function,Em(i, k), accurately preserves
the outstanding parts of the object when the percentages of
the missing and additional parts are small enough.

We captured a triceratops toy and a mammoth toy with
multiple cameras in real world. Their shapes were recon-
structed from the silhouettes in multiple frames. The in-
tegrated shapes with and without our proposal method are
shown in Figures 3(a) and 3(b). Averages of 8.54% and
3.22% of the silhouettes were missing. Additional silhou-
ettes were 5.27% and 4.29%. The silhouettes were refined
with a silhouette refining method [7]. The thresholdEth

m

was set to 0.95. There were some small missing parts in the
integrated shapes obtained with the conventional method of

integration (III). The feet of the triceratops and the head of
the mammoth have gaps. The integrated shapes with our
method (IV) did not have such missing parts. Outstand-
ing parts of the objects were preserved. Compared with the
shapes reconstructed from silhouettes in one frame (II), the
areas of additional regions on the surface of the shapes are
decreased.

5 Conclusions and Future work

We proposed an intelligent method of integrating silhou-
ettes in multiple frames, which enabled us to reconstruct
accurate shapes even if there were missing and additional
parts in the silhouettes. We designed an evaluation function,
Em(i, k), which indicates how many outcrop points are pre-
served in the integrated shape. Some integrated shapes with
Em(i, k) were presented as experimental results. These
shapes included outstanding parts of the object. We solved
the problem where integrated shapes were missing when
motion was incompletely estimated. The shapes were also
more accurate than when the visual hull was calculated in
one frame.

In future work, we intend to set thresholdEth
m automat-

ically, which will be set by the percentages of missing and
additional parts of silhouettes, or the numbers of available
frames.
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(a) (Percent missing, Percent added)=(1%, 1%)
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(b) (Percent missing, Percent added)=(2%, 2%)
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(c) (Percent missing, Percent added)=(5%, 5%)

Figure 2. Reconstructed shapes of triceratops. Original shapes (leftmost, I) and visual hulls re-
constructed from silhouettes of one frame with SPOT[2] (left, II). Visual hulls reconstructed from
silhouettes of 50 frames with SPOT (right, III) and visual hulls reconstructed from silhouettes of 50
frames with SPOT and our proposed method (rightmost, IV).
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(a) Reconstructed shape for triceratops toy.
I II III IV V

(b) Reconstructed shape for mammoth toy.

Figure 3. Reconstructed shapes for real toys. Examples of obtained images (leftmost, I) and visual
hulls reconstructed from silhouettes of one frame with SPOT[2] (left, II). visual hulls reconstructed
from silhouettes of 50 frames with SPOT (center, III), visual hulls reconstructed from silhouettes of
50 frames with SPOT and our proposed method (right, IV), and colored ones with obtained images
(rightmost, V).


