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Abstract. Hairstyle is one of the most important features people use to 
characterize one’s appearance. Whether a hairstyle is suitable or not is said to 
be closely related to one’s facial shape. This paper proposes a new technique 
for automatically retrieving a suitable hairstyle from a collection of hairstyle 
examples through learning the relationship between facial shapes and suitable 
hairstyles. A method of hair-face image composition utilizing modern matting 
technique was also developed to synthesize realistic hairstyle images. The 
effectiveness of the proposed technique was validated through evaluation 
experiments. 

Keywords: Hairstyle retrieval, example-based, statistical learning, non-
parametric sampling, hairstyle image synthesis. 

1 Introduction 

With the advance of media acquisition and processing technologies, multimedia is 
now playing a very important role in enriching our daily life. This paper presents a 
new technology for suggesting a user with his/her suitable hairstyles by combing 
statistical learning and image processing techniques. Hairstyle is one of the most 
important features people use to determine their appearance and mood. People can 
look completely different simply by changing their hairstyles. Everyone would like to 
have a suitable hairstyle to make them look attractive, but it is usually difficult to find 
one as we cannot easily try out various styles with our real hair. Several commercials 
or free software have been developed allowing users to simulate how they look with 
different hairstyles by manually selecting hairstyle samples and superimposing them 
over their facial images. Although these systems do provide some general guidelines 
on choosing hairstyles, they do not provide any hints on what a suitable hairstyle is 
for a particular face. Therefore, users usually need to go through a very tedious 
process of trying out many different hairstyles before the one they like can be found. 
On the other hand, several papers have been published related to hairstyles [1,2,3,4] in 
the field of computer graphics. However, to the best of our knowledge, all these have 
focused on how to model and render hairstyles with computer graphics and have 
mainly been applied to create virtual characters and animations. In this paper, we 
propose a new technique for automatically retrieving a suitable hairstyle for a given 
face from a collection of successful hairstyle examples. What is a suitable hairstyle 
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for someone? Suitability is a perceptual attribute and it is difficult to model it 
computationally. A hairstyle that appears to be attractive to one person may not look 
that acceptable to another. Personal aesthetics may be affected by many factors, such 
as one’s cultural background and living environment. There are also many other 
factors that may affect how one looks in a particular hairstyle. Despite this, there is 
still some common aesthetics sense on hairstyles, and a skilled hair stylist can usually 
successfully create styles that conform to such common aesthetics sense. We started 
our project by interviewing several hair stylists. An important fact we observed is that 
although there are no stylists who can tell any explicit rules about their designs, they 
all viewed the shape of the face as the most important attribute in designing a 
hairstyle. This inspired us to adopt an example-based framework, which is an 
approach that has been successfully used for texture synthesis [5, 6] and style 
transferring [7,8,9,10] in recent years. Our new technique finds suitable hairstyles for 
a given face by learning the relationship between facial shapes and successful 
hairstyles. 

The four major contributions of this paper can be summarized as follows: 

1. A new framework for retrieving suitable hairstyles through learning the 
relationship between facial shapes and hairstyles from successful hairstyle 
examples. 

2. The design of a compact feature vector space enabling fast non-parametric 
sampling in statistical learning. 

3. A method of hair-face image composition utilizing modern matting techniques 
for synthesizing realistic hairstyle images automatically. 

4. An evaluation experiment demonstrating the validity of the feature vector and 
the effectiveness of the example-based approach. 

2 Example-Based Framework 

Given a face image ܫ௨௧, we want to create another image ܫ௨௧௨௧ with hairstyle S 
matching the face best. We achieve this in two steps: 

Statistical Learning: Find the most suitable hairstyle S, through learning the 
relationship between facial shapes and suitable hairstyles. 

Composition: Superimpose hairstyle S over face image ܫ௨௧  to obtain realistic 
image ܫ௨௧௨௧ of the face in a suitable hairstyle. 

2.1 Statistical Learning 

The statistical learning step can be described within the Bayesian inference 
framework. Based on Bayes theorem, posterior probability (௨௧ܫ|ܵ)ܲ , i.e., the 
probability for face image ܫ௨௧ to have its best hairstyle S, can be represented as: ܲ൫ܵ|ܫ௨௧൯ = ൫ூೠ|ௌ൯(ௌ)൫ூೠ൯ .                     (1) 
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ܲ(ܵ) is the prior probability of S, and P(I୧୬୮୳୲|S) is the probability of observed face 
image ܫ௨௧ given hairstyle S. Consequently, the aim of finding S can be turned into 
an optimization problem maximizingܲ(ܵ|ܫ௨௧). Since evidence ܲ(ܫ௨௧) can be 
treated as a constant, S is actually the one maximizing the product of likelihood ܲ൫ܫ௨௧หܵ൯and prior ܲ(S), ܵ = ݃ݎܽ ௌݔܽ݉  (2)                   .(ܵ)ܲ(ܵ|௨௧ܫ)ܲ
We obtain S by using non-parametric sampling, which has been proved to be an easy 
yet very efficient method in style transferring and texture synthesis applications 
[5,6,8,9]. Professionally designed hairstyle examples are used as the training data to 
learn prior ܲ(ܵ) and likelihood ܲ(ܫ௨௧|ܵ).  

To compute S, we first construct an approximation to conditional probability 
distributionܲ(ܵ|ܫ௨௧)  and sample from this. Assuming ݀(்ܫ,  ௨௧) is the distanceܫ
between two facial images under some metric, if we define set Ω ൫ܫ௨௧൯ =  ൛ ்ܫ ห்ܫ ؿ ܶ, ݀൫்ܫ, ௨௧൯ܫ = 0ൟ.              (3) 

containing all occurrences of I in training data set T, then the conditional probability 
distribution of ܲ(ܪ) can be estimated with a histogram of all the hairstyles for faces ்ܫ in Ω (ܫ௨௧). In other words, we can obtain a distribution of possible hairstyles 
forܫ௨௧. However, since we only have a finite number of examples from the training 
data set, we may fail to find any matching facial image ்ܫ with ݀൫்ܫ, ௨௧൯ܫ = 0. To 
obtain an approximation to Ω (ܫ௨௧), let us specify small distance allowance e, and 
obtain ΩԢ (ܫ௨௧)  =  ሼ ்ܫ| ்ܫ ؿ ܶ, ݀൫்ܫ, ௨௧൯ܫ ൏ ݁ሽ. The distance function d will be 
discussed in Section 3. Allowance e is determined by multiplying the minimum of ݀൫்ܫ,   .௨௧൯ with a given constant, in our current implementationܫ

There are several possible ways of computing S from its conditional probability 
distribution: 

1. Integrate the distribution and obtain an expected hairstyle image by compositing 
all the possible hairstyles.  

2. Take the hairstyle with the highest probability. If there is no maximum value in 
the distribution, randomly choose a hairstyle. 

3. Take the hairstyles of the k-nearest-neighbor of ݐݑ݊݅ܫ. 
Method 1 may produce some unrealistic hairstyle images due to the discontinuity in 
the hairstyles from the distribution. Since the training dataset usually consists of no 
more than one hairstyle for one single facial image, the result from Method 2 is 
usually a randomly chosen hairstyle from the set of hairstyles ்ܫ  ؿ Ω Ԣ(ܫ௨௧) . 
Method 3 is used in our current implementation and the hairstyles of the k-nearest-
neighbor of ܫ௨௧ are recommended as candidates for the best suitable hairstyles. 
The k can be adjusted interactively.  
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2.2 System Overview 

As shown in Fig 1, our system assumes n successful hairstyle images ܫ் (݅ =1,2, … , ݊) are available. The three operations below are executed in the training 
phase to build a training data set T( ்ܸ , ்ߙ )(i = 1, . . . n)  where ்ܸ  is the feature 
vector characterizing the shape of each face ܫ்  and ߙ்  is the α-matte indicating the 
probability of a hair area in the image: 

 

Fig. 1. System framework 

1. Apply robust matting technique [11] to ܫ் (݅ = 1,2, … , ݊)  to create ்ߙ  (݅ =1,2, … , ݊). 
2. A trained Active Shape Models (ASM) [12] model is used to detect facial feature 

points on ܫ் (݅ = 1,2, … , ݊). 
3. Construct feature vector ்ܸ (݅ = 1,2, … , ݊) from the ASM model feature points. 

While the first operation requires example strokes to be manually specified to create 
the tri-map for estimating the α-matte, the other two operations are performed fully 
automatically.  

Given face image ܫ௨௧ in the runtime phase, the system performs six operations 
to compute a set of suitable hairstyles for ܫ௨௧. 

1. Apply a trained ASM to detect the facial feature points of ݐݑ݊݅ܫ. 
2. Construct feature vector ܸ݅݊ݐݑ characterizing the shape of the face in ݐݑ݊݅ܫ. 
3. Search through all images in T in the feature vector space. 
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4. If ݀൫்ܫ, ܸ௨௧൯ ൏ ݁ add  ܫ்  to ΩԢ (ݐݑ݊݅ܫ) . 

5. Sort images in ΩԢ (ܫ௨௧) by ݀൫்ܫ, ܸ௨௧൯.  
6. Take top k images  ܫ் (݆ = 1,2, … , ݇) from ΩԢ (ܫ௨௧)  and composite them 

with ܫ௨௧ usingߙ் (݆ = 1,2, … , ݇). 

The design of feature vector V is crucial to obtain good results, as well as to quickly 
searches through the training examples. We will discuss this in detail in the next section. 

3 Feature Vector Design 

Active Shape Models (ASM) [5] is one of the most popular techniques for detecting 
the geometric features of faces from images. Instead of using ASM directly, we want 
to have a more compact feature vector space, which can successfully model the 
relationship between facial shapes and hairstyles. As seen in Fig 2(a), it is known that 
human faces can be roughly classified into four categories by shape: oval, round, 
triangular and home base.  
 

 

 

Oval Round 

  
Triangular Home base 

(a)Shapes of face (b) Hairstyles for round faces 

Fig. 2. Facial shapes and their relationships to hairstyles 

A hairstyle giving an impression of an oval shaped face is likely to be suitable [13].  
For example, as we can see from Fig 2(b), for the round face, the styles with long 
bangs flowing smoothly toward both sides or the back make the face look longer and 
hence are suitable, while the one with bangs cut straight across and a thick volume on 
top of the head is not suitable because it further emphasizes the impression of 
roundness. To find these kinds of relationships between facial shapes and hairstyles, 
we first compute six line segments (Fig 3(b)): 

 
h : the center vertical line segment 

w1 : the horizontal line segment at the height of the eyebrows 
w2 : the horizontal line segment at the widest position of the facial area 
w3 : the horizontal line segment  at the height of the mouth 
ht : the  vertical line segment from the top of the face to the cross-

section of h and w1 
hb : the vertical line segment from the bottom of the face to the cross-

section of h and w3 
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4 Hairstyle Image Synthesis 

Before we can superimpose obtained hairstyle image S over input face image ܫ௨௧, 
position alignment and size adjustment between the two images are required. This is 

achieved by scaling H with ݓଶூೠ/ݓଶ  in width, ݄ூೠ/݄ு in height, followed by 
translation aligning the upper end point of  ݄ுwith that of ݄ூೠ . As shown in Fig 
4(a), due to fitting error with the ASM model, we may fail to obtain centered  ݄ு  

or ݄ூೠ , and this may result in an unnatural composition like the one in Fig 4(b). To 
correct error, we translate h horizontally by displacement D (Fig 4 (c)): ܦ = ଵଶ · ଵଷ · ଵݓ)) െ (ଵோݓ  ଶݓ) െ (ଶோݓ  ଷݓ) െ  ଷோ).            (5)ݓ

Fig 4(d) shows an improved result obtained by using the new position of  ݄ு  and ݄ூೠ  for position alignment.  

 
 

 
(a) Error of h (b)Result with displaced h  (a)With binary mask 

 

 

 
(c)Correction of h (d)Result with corrected h  (b) With α-matte 

Fig. 4. Position alignment  Fig. 5. Compare composition results 
using binary mask and α-matte 

Finally, the α-matte of S is used to composite S and ܫ௨௧ to obtain output image ܫ௨௧௨௧ 
ܱ  = (1 െ (ߙ ൈ ܪ  ߙ ൈ  .                     (6)ܫ

Here, p denotes a pixel, and ܱ, ܪ , and  ܫ, correspond to the pixel values for the 
output hairstyle image, input image, and suitable hairstyles suggested by the system, 
respectively. Fig 5 compares the results of binary mask based composition with our α-
matting based method. We can see our method produces more realistic images, 
especially at regions near the boundary of hair. 
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5 Implementation and Evaluation 

5.1 Implementation and Result 

We built a training data set consisting of 84 hairstyle images collected through the 
courtesy of hair stylists from three hair salons in our current implementation. Through 
a preliminary user study, we found that in many cases users wanted to specify the 
length of their hair before searching for the best hairstyles, and hence it would be 
helpful if we could advise them of the best candidates for different lengths. Currently, 
both the hairstyle examples and the input face need to be frontal photos and the facial 
area in the input image should not be covered by strands of hair. In addition to the six 
dimensions representing the shape of a face, three additional dimensions, representing 
the length, hardness and volume of hair, are also added and a nine-dimensional 
feature vector is computed for each example. Each hair can take one of three values in 
the three newly added dimensions: 
 

Length : long, medium, short. 
Volume : large, medium, small. 
Hardness : hard, medium, soft. 

The necessity to consider the properties (hardness and volume) of hair arose from the 
fact that the hairstyle one can actually have is constrained by the properties of his/her 
hair, even if one can find the best hairstyle making her look virtually attractive. 
Therefore, with the additional dimensions characterizing the properties of hair, we can 
constrain sampling to only hairstyles with similar hair properties. The hair properties 
of the input face are specified by the user.  

Fig. 8 shows two examples of results. For the input face images at the left, the 
nearest face in the feature vector space for each of the long, medium and short hairstyle 
training sets are shown in the upper row and below it are the resulting hairstyles.  

5.2 Evaluation 

We conducted two experiments to validate the effectiveness of our approach. The first 
was aimed at investigating how the hairstyles recommended by our system to a person 
would look for other people, while the second experiment was aimed at how 
satisfactory the result would be for the person herself. 

Ten female college students participated in the first experiment. We prepared nine 
sets of hairstyle images, each consisting of ten hairstyles with two of them 
recommended by the system as suitable hairstyles. At each trial, a subject was 
presented with one set of images and asked to mark the top three most suitable 
hairstyles out of the 10 hairstyles. Fig 6 shows an example of the hairstyle image set 
used in the experiment. Since hair color can largely affect the impression of hairstyle, 
we used the monochrome picture in the experiment to exclude the effect of color.  
There were a total number of 90 trials (9 sets×10 people) and we evaluated the 
probability of the occurrence of the following three cases. 
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Case 1 : The hairstyles recommended by the system were marked as the top 
suitable hairstyle. 

Case 2 : At least one hairstyle recommended by the system was included in the 
top two suitable hairstyles. 

Case 3 : At least one hairstyle recommended by the system was included in the 
top three suitable hairstyles. 

We used a binomial test and our null hypothesis was that all 10 hairstyles in an image 
set would be marked with the same probability. Table 1 summarizes the experimental 
results. Out of the 90 trials, there were 20 trials for Case 1, 58 trials for Case 2 and 80 
trials for Case 3. The probability for the number of occurrences above those observed 
ones upon the null hypothesis is listed at the rightmost column of Table 1. The null 
hypothesis was rejected at a significance level lower than 0.05 for the latter two cases. 
In other words, the experimental results suggested that the hairstyles recommended by 
our system at least could be viewed as the second best hairstyle even though it might 
not be the best. 

The second experiment had the same setting as that for the first except that each 
subject was presented with hairstyle images of herself. The subjects were ten female 
college students and 3 image sets were prepared for each of them. Therefore, these 
were a total of 30 trials (3 sets×10 people). The number of trials for the three cases 
and the corresponding probability upon null hypothesis are summarized in Table 2. 
We can see the null hypothesis was rejected with a very low level of significance for 
the latter two cases, which is the same as the results for the first experiment.  

Table 1. Result for Experiment 1: Viewed by 
Others (binomial test) 

Table 2. Results from Experiment 2: Viewed 
by self (binomial test) 

 Number of 
occurrence 
(Out of 90 

trials) 

Probability 
upon null 

hypothesis 

Case 1 22% 0.25 
Case 2 64% 0.00 
Case 3 89% 0.00 

 

 Number of 
occurrence 
(Out of 30 

trials) 

Probability 
upon null 

hypothesis 

Case 1 17% 0.57 
Case 2 53% 0.02 
Case 3 83% 0.00 

 
We can conclude from the experiment results that even though it may not be the 

best one, our system can advise users of good candidates for hairstyles viewed to be 
suitable both by themselves and others. 

 

Fig. 6. Example of image set used for experiment Fig. 7. Example of mobile application 
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application is to implement it on mobile terminals with camera. For example, shows in 
Fig. 7, a user can retrieve a suitable hairstyle before going to hair salon simply by 
taking a photo of herself with the camera on her cell phone and then show it to the hair 
stylist after arrives the hair salon.  In future research work, we want to apply the same 
framework to other fashion simulation problems, such as advising people of suitable 
attire by learning the relationships between body shape and successful choice in dress.  
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